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Man in the World:

The names of Heidegger and Sartre are linked in history by a common philosophical focus on Being.  Sartre’s work is often viewed as an exposition and elaboration of Heidegger’s thought.  Such an approach, however, does not do justice to Sartre’s originality, and it in fact misconstrues Heidegger’s philosophy.  Sartre diverges sharply from Heidegger, not with regard to tangential details, but rather on underlying principles.  The central problem, for each of them, is to answer the question, “What is Being?”  Each proceeds to describe the very constitution of that Being in fundamentally different terms.  For Heidegger, the existence of the individual human being depends inextricably upon his interaction with the world, while for Sartre, the human subject can be isolated ontologically from the things that surround him.  The implications of this foundational distinction are profound and unavoidable.  While Sartre and Heidegger both use the terms “nothingness” and “freedom,” they take on radically different meanings in each philosophy.  While both thinkers are associated with the attitude that life is “meaningless,” a close examination of each shows that one leaves man firmly grounded, while the other leaves man profoundly adrift.

Division One of Being and Time begins with Heidegger’s identification of a central task: “We must lay bare a fundamental structure in Dasein: Being-in-the-world” (65).  “Dasein” represents Heidegger’s conception of the individual human being, and Dasein is characterized above all, we are told, by “Being-in-the-world.”  Division One is devoted exclusively to uncovering the meaning of that phrase.  Immediately, Heidegger makes the disclaimer that, “In the interpretation of Dasein, this structure is something ‘a priori’; it is not pieced together, but is primordially and constantly a whole” (65).  He points out, “The compound expression ‘Being-in-the-world’ indicates in the very way we have coined it, that it stands for a unitary phenomenon” (78).  As an absolute precondition for the entirety of the analytic of Dasein, Heidegger has established an inextricable tie between Dasein’s Being and the world.  One simply cannot be without the other.


Sartre’s introduction to Being and Nothingness provides a striking contrast to Heidegger’s and lays a rather antithetical foundation for his analytic: “The preceding reflections have permitted us to distinguish two absolutely separated regions of being: the being of the pre-reflective cogito and the being of the phenomenon” (26).  These depictions of Being as “constantly a whole”, in the case of Heidegger, and “absolutely separated”, in the case of Sartre, are irreconcilable.  From the start, Heidegger and Sartre launch themselves upon opposite trajectories.  As each thinker’s ontology continues to take shape, so too emerges the philosophical significance of this divergence.


Heidegger’s “unitary phenomenon” dissolves the traditional distinction between the subject and the object:  “Subject and Object do not coincide with Dasein and the world” (BT, 87).  While the traditional subject and object are self-contained entities, the Being of Dasein is necessarily constituted by Dasein’s interactions with the things in the world:

Dasein’s facticity is such that its Being-in-the-world has always dispersed itself or even split itself up into definite ways of Being-in…having to do with something, producing something, attending to something and looking after it, making use of something, giving something up and letting it go, undertaking, accomplishing, evincing, interrogating, considering, discussing, determining…All these ways of Being-in have concern as their kind of Being…Because Being-in-the-world belongs essentially to Dasein, its Being towards the world is essentially concern. (BT, 83-84)

Each possible mode of Dasein’s Being is directed at “something” in the world.  Heidegger is here invoking Husserl’s concept of “intentionality”.  By intentionality, Husserl means that all cognitions are directed at some object.  Through these intentional cognitions, Husserl connects the immanent domain of human consciousness with the transcendent domain of the outside world.  Heidegger takes a further step, connecting the “subject” and the “object” not through cognition, but rather through action, transforming intentionality from a characteristic of thought to a characteristic of being.  In every way that Dasein is, Dasein is toward an entity in the world.  Intentionality extended into the realm of Being is relabeled “concern”.  The consequence is that, just as for Husserl the subject can have no thought without intending an object, for Heidegger Dasein can have no Being without concern for the world.  Dasein’s Being, then, is inseparable from the entities with which it interacts in-the-world.  Those entities contribute in every case to constituting Dasein:  “Being-in is not a ‘property’ which Dasein sometimes has and sometimes does not have, and without which it could be just as well as it could with it.  It is not the case that man ‘is’ and then has, by way of an extra, a relationship-of-Being-towards the ‘world’” (BT, 84).
Similarly, the entities in the world are constituted by their interactions with Dasein (elaborated in the discussion of “readiness-to-hand” below).  The world and Dasein are not only mutually dependent on an ontical level, requiring one another to exist in actuality, but they are also ontologically inseparable—one cannot be defined without the other.  One is unimaginable without the other.


For Sartre, man and the entities in the world necessarily co-exist on an ontical level, but they exist side-by-side.  The being of each does not depend on the being of the other.  The ontological interdependency is lost from Heidegger’s description.  In Sartre’s novel Nausea, the protagonist (Roquentin) undergoes a transformation in his perception of the world:

The words had vanished and with them the significance of things, their methods of use, and the feeble points of reference which men have traced on their surface… I picked them up in my hands, they served me as tools, I foresaw their resistance.  But that all happened on the surface…This veneer had melted, leaving soft, monstrous masses, all in disorder—naked, in a frightful, obscene nakedness. (127)

As Roquentin withdraws from the world, he realizes the true nature of the things that surround him.  They exist, in and of themselves.  Our use of those objects is irrelevant to their Being.  (This realization provokes “nausea” because the entities in the world are no longer related to man, no longer his own.  Instead, he is alienated from them and they constantly and inescapably impose upon him.)  For Sartre, the functional utility of an object is merely a superficial façade that man lays over the true Being of that entity, whereas for Heidegger, that functional utility defines the Being of the entity.  The things of the world are not merely subjected to Dasein’s use as Dasein sees fit—the usefulness of the thing is defined by the thing itself:

In dealings such as this, where something is put to use, our concern subordinates itself to the “in-order-to” which is constitutive for the equipment we are employing at the time; the less we just stare at the hammer-Thing, and the more we seize hold of it and use it, the more primordial does our relationship to it become, and the more unveiledly is it encountered as that which it is—as equipment.  The hammering itself uncovers the specific ‘manipulability’ of the hammer.  The kind of Being which equipment possesses—in which it manifests itself in its own right—we call “readiness-to-hand”.  Only because equipment has this ‘Being-in-itself’ and does not merely occur, is it manipulable in the broadest sense and at our disposal. (BT, 98)

Usefulness is a constitutive characteristic of the entity.  Thus, there appears a reciprocal intentionality between Dasein and the world.  Just as Dasein’s Being is always toward an entity in the world, the Being of each entity in the world is always toward Dasein—for its constitutive usefulness to be fulfilled, it requires Dasein to use it.


For Sartre, though, entities cannot properly be conceived as “equipment”, and they do “merely occur”.  They are not “ready-to-hand”, but rather, in Heideggerian terms, only “present-at-hand”.  They are not “tools” with a purpose, as we tend to think of them, but rather “monstrous masses, all in disorder”.  Whereas for Heidegger, “an entity…can be touched by another entity” (BT, 81) with the character of Dasein, for Sartre (in the words of Roquentin), “Objects are not made to be touched.  It is better to slip between them, avoiding them as much as possible” (Nausea, 21).  The reciprocal intentionality of the Heideggerian picture of Being is lost: “Certainly consciousness considered apart is only an abstraction; but the in-itself has no need of the for-itself in order to be… The phenomenon of in-itself is an abstraction without consciousness but its being is not an abstraction” (BN, 791).  In Being and Nothingness, “being-in-itself” refers to the being of the phenomenon (25), while “being-for-itself” refers to the other, distinctly separate and “radically different” part of Being that includes human consciousness—essentially, the in-itself is the object, and the for-itself is the human subject.  Sartre is establishing here that the existence of the “object” is entirely independent of the existence of the “subject”.  It is only the possibility of the “object” being revealed in a “world” that depends upon the “subject”.
  

Nothingness and Freedom:

The in-itself, then, is simply pure, self-contained being, with no reference to anything outside of it.  In Sartre’s words, the in-itself is “full positivity…It can support no connection with the other” (BN, 29).  We must turn to the question, then, of what constitutes the for-itself.  We saw above that “consciousness considered apart is only an abstraction.”  That consciousness, the for-itself, must, then, sustain some unidirectional connection to the other segment of Being, the in-itself, in order to exist in reality and not only as an abstraction.  That connection must also account for the phenomenological disclosure of the in-itself (the “objects”) to the for-itself (the “subject”).

This connection is negation, or Nothingness.  In order to see the Being of the in-itself, the “subject” must be able to contrast it with the possibility of the object not being and to contrast it with what the object in fact is not.  The in-itself, as “full positivity”, contains no negation within itself, so the negation must come from the for-itself.  We will show, however, that this connection of “nothingness” between the for-itself and the in-itself shares little in common with Heidegger’s link between Dasein and the world:

The For-itself and the In-itself are reunited by a synthetic connection which is nothing other than the For-itself itself.  The For-itself, in fact, is nothing but the pure nihilation of the In-itself; it is like a hole in being at the heart of Being…The for-itself has no reality save that of being the nihilation of being.  As a nihilation it is made-to-be by the in-itself; as an internal negation it must by means of the in-itself make known to itself what it is not and consequently what it has to be…consciousness does not have by itself any sufficiency of being as an absolute subjectivity; from the start it refers to the thing.  For consciousness there is no being except for this precise obligation to be a revealing intuition of something. (BN, 785-86)

The for-itself, or human consciousness, is nothing in and of itself.  It derives its being from its “nihilation” and resulting “apprehension” (BN, 794) of the being of the in-itself.  As in Heidegger, then, man cannot exist without the entities in the world.  It is not, for Sartre, however, the positive being of an entity, nor man’s interaction with that entity, that helps to constitute man’s Being.  It is, instead, the negation of, the contrast to, the separation from those entities that constitutes man’s Being.  The entities make a negative, rather than a positive, contribution and there is a negative, rather than a positive, relation.  What unifies the two regions of Being as Being is not their fusion, but rather the completeness of their isolation, making the region of negative Being dependent on the region of positive Being for the possibility of its existence: “A consciousness which would be consciousness of nothing would be an absolute nothing” (BN, 790).


If Nothingness is what ontologically isolates the human being from the entities in the world, how does Nothingness enter into the world?  Sartre explains that, in order for Nothingness to arise:

It is essential…that the questioner have the permanent possibility of dissociating himself from the causal series which constitutes being and which can produce only being…In so far as the questioner must be able to effect in relation to the questioned a kind of nihilating withdrawal, he is not subject to the causal order of the world; he detaches himself from Being…In order to be able to bring out of himself the possibility of a non-being…[so that] a certain negative element is introduced into the world…he must be able to put himself outside of being…Man’s relation with being is that he can modify it…Descartres following the Stoics has given a name to this possibility which human reality has to secrete a nothingness which isolates it—it is freedom…through it nothingness comes into the world. (BN 58-60)

Thus, freedom for Sartre emerges as the foundational ontological premise.  In order for nothingness to enter into the world and lend the world the structure that Sartre describes, man must be constitutively free to exit being.  This radical ontological freedom stands in sharp contrast to the ontological necessity of Heidegger’s Being-in.  For Sartre, the key fact of existence is the possibility of human consciousness to exit the Being of the world, while for Heidegger, the key fact of existence is the impossibility of human consciousness to exit the Being of the world.  Whereas for Heidegger man’s interactions with the entities in the world constitute his very essence, for Sartre “Human freedom precedes essence in man and makes it possible; the essence of the human being is suspended in his freedom” (BN, 60).  In Sartre’s language, he strongly indicates that Being-free is indeed intended to replace Being-in as the foundational structure of Being.  Recall that Heidegger says, “Being-in is not a ‘property’ which Dasein sometimes has and sometimes does not have, and without which it could be just as well as it could with it” (BT, 84).  Sartre counters, “What we call freedom is impossible to distinguish from the being of ‘human reality’” (BN, 60).  Heidegger says, “It is not the case that man ‘is’ and then has, by way of an extra, a relationship-of-Being towards the ‘world’” (BT, 84).  Sartre responds, “Man does not exist first in order to be free subsequently” (BN, 60).  Heidegger: “Dasein is never ‘proximally’ an entity which is, so to speak, free from Being-in” (BT, 84).  Sartre: “There is no difference between the being of man and his being-free” (BN, 60).  


This root ontological conflict has dramatic ontical consequences for the human being.  Sartre, by freeing man from the world, frees him for action outside and independent of “the causal order of the world”.  While this may not lend the individual the power to defy the laws of physics, it does place in the hands of the individual the power to “modify” being.  The responsibility for man’s existence is placed firmly in his own hands.  The outside world takes a back seat, and the limitations that it imposes become tangential, rather than essential, to the action and the constitution of man.  Heidegger, on the other hand, sets up a far different framework:


Whenever Dasein is, it is a Fact; and the factuality of such a Fact is what we shall call 

Dasein’s “facticity”…The concept of “facticity” implies that an entity ‘within-the-world’ has Being-in-the-world in such a way that it can understand itself as bound up in its ‘destiny’ with the Being of those entities which it encounters within its own world. (BT, 82)

While “destiny” for Heidegger may or may not be fixed, it is certainly a rejection of the radical freedom of the individual to independently define his existence.  These ontical implications of Sartrean Being-free as compared to Heideggerian Being-in are closely tied to (and perhaps result directly from) the divergent ontological “subject”/“object” structures described by each thinker, which also emerged, as we saw, from the ontological concepts of Being-free and Being-in, respectively.  What I mean is that, for Sartre, facticity need not restrain man ontically because (to return to Part One of the essay) the entities within the world are merely present-at-hand and separated ontologically from man.  For Heidegger, facticity plays an essential and restrictive role in man’s ontical existence because the entities within the world are ready-to-hand, and man is closely tied to them ontologically.  The Czech thinker Jan Patocka, who was heavily influenced by Heidegger, provides a clearer explanation than does Heidegger of how a world of ready-to-hand things might lead to a deterministic rather than a free existence for Dasein:

The far more common approach to [a house or a table] is through using them and for that they are always ready to hand…Even what I change, rework, add to, or adjust about a thing is just a response to something a thing asks for, what it itself somehow “wants,” what it lacks, what needs to be added or deleted and so forth.  In ordinary use it is as if thing themselves asked for what we do with them, as if they were asking to be cared for, an achievement that has its own melody, its own characteristic course and results which lead on to further tasks…Every use, being an activity, aims at some goal of which, however, we are for the most part also not consciously aware as being the product and the work of a decision.  Goals, too, seem to be somehow given, the day’s program bears us along, prescribing for us, and even on those rare occasions when a decision intervenes, it is determined by traditions, customs, generally speaking by possibilities which are already present and which force on us what we do.  In that sense, doing is a progression along a pregiven track. (Husserl’s Phenomenology, 4-5)

In a ready-to-hand world, the nature of the entity provokes the nature of the act.  Man’s “doing” cannot escape the dictates of the world’s things.  And since “doing”, for Heidegger, is Being, man’s Being cannot be free.  In Heidegger’s own words, “Existing is always factical.  Existentiality is essentially determined by facticity” (236).  


Yet, Heidegger does refer to man as “free”.  What, then, can he mean by that label?  For Heidegger, man is not free from the order of the world or free to change Being.  He is, instead, free to seize his authentic Being, which is obscured by the everyday, inauthentic interpretation of the world that the “they” provides.  The mood of “anxiety”, in Heidegger, provides an effective lens through which to understand what Heidegger means by freedom and nothingness.


“Anxiety,” for Heidegger, contrasts with “fear” in that one is afraid in the face of something, of some entity, while one is anxious in the face of nothing: 

The obstinacy of the ‘nothing and nowhere within-the-world’ means as a phenomenon that the world as such is that in the face of which one has anxiety…What oppresses us is not this or that, nor is it the summation of everything present-at-hand; it is rather the possibility of the ready-to-hand in general; that is to say, it is the world itself…Ontologically, however, the world belongs essentially to Dasein’s Being as Being-in-the-world.  So if the ‘nothing’—that is, the world as such—exhibits itself as that in the face of which one has anxiety, this means that Being-in-the-world itself is that in the face of which anxiety is anxious. (BT, 231-232)

It is Nothingness that provokes anxiety, and Nothingness is Being-in-the-world.  Heidegger’s description of Nothingness remains amorphous, though (as is fitting for the concept).  It can be best characterized, I believe, by two absences or lacks that an awareness of Being-in-the-world makes manifest.  First, as we have established in our discussion of the intimate relation that Heidegger posits between Dasein and the world, the “possibility of the ready-to-hand in general” means that neither the “subject” nor the “object” can be defined without reference to the other.  They lack boundaries, they lack concreteness, and they lack self-contained existence.  Second, in the everyday interpretation of the world provided to the individual Dasein by the “they”
, Dasein is not aware of this authentic, ready-to-hand relation of Being-in-the-world described above.  The “they’s” everyday conception of the world is a calming one intended to obscure the first type of Nothingness (above), to explain Being and make it feel manageable, to place it within the grip of the individual: “This downward plunge into and within the groundlessness of the inauthentic Being of the ‘they’, has a kind of motion which constantly tears the understanding away from the projecting of authentic possibilities, and into the tranquilized supposition that it possesses everything, or that everything is within its reach” (BT, 223).  When authentic Being-in-the-world is recognized, the “tranquilized supposition” granted by the “they” becomes absent.  The understanding of and justification for Being that was previously held (inauthentically) by Dasein is now lacking.

This concept of Nothingness leads to Heidegger’s understanding of freedom.  Anxiety, in provoking a recognition of Nothingness, frees Dasein to embrace that Nothingness.  Dasein is free to withdraw from its absorption in the “they” and to seize its own Being by grasping the authentic structure of the world as Being-in-the-world:

Anxiety…takes away from Dasein the possibility of understanding itself, as it falls, in terms of the ‘world’ and the way things have been publicly interpreted.  Anxiety throws Dasein back upon that which it is anxious about—its authentic potentiality-for-Being-in-the-world…Anxiety makes manifest in Dasein its Being towards its ownmost potentiality-for-Being—that is, its Being-free for the freedom of choosing it and taking hold of itself.  Anxiety brings Dasein face to face with its Being-free for the authenticity of its Being. (BT, 232)

Thus, Being-free is, in Heidegger, an important structure of Being, but it refers to a movement that is fundamentally distinct from Being-free in Sartre.  Heidegger describes the “freedom” to escape from the “they” into which it is “fallen”, to recognize our authentic relationship with the world, and to choose authenticity over inauthenticity.  Sartre will assume that freedom and take a further, entirely independent step.  That authentic relationship with the world, he says, is that the subject is unconstrained by the world, independent in thought, action, and judgment from the world.  That step, with which Heidegger would profoundly disagree, is what Sartre labels “freedom”.  Heidegger’s freedom lays the groundwork for Sartre’s, but Sartre’s freedom is a radical construction over and above that foundation, not the logical extension of Heidegger’s thought.  While Sartrean freedom requires Heideggerian freedom, Heideggerian freedom in no way necessitates the leap to Sartrean freedom.  

Patocka effectively summarizes Heidegger’s understanding in The Beginning of History: “Heidegger is a philosopher of the primacy of freedom…However, he does not understand freedom either as a liberum arbitrium or as a laxness in the realization of duty, but in the first place as a freedom of letting being be what it is, not distorting being.  This presupposes…a shaking of what at first and for the most part is taken for being in naïve everydayness…Freedom, in the end, is freedom for truth, in the form of the uncovering of being itself, of its truth” (49).  Sartre, in contrast, is indeed a believer in liberum arbitrium, or “free will”.
Ultimately, consistent with their divergent theories about the link between human Being and the world, Heidegger’s freedom pushes Dasein closer to the world as such, while Sartre’s freedom drives the human subject further from the world.  Recall Sartre’s initial definition of freedom: “Descartes following the Stoics has given a name to this possibility which human reality has to secrete a nothingness which isolates it—it is freedom” (BN, 60).  In contrast, Heidegger explains that:

Anxiety individualizes Dasein and thus discloses it as ‘solus ipse’.  But this existential ‘solipsism’ is so far from the displacement of putting an isolated subject-Thing into the innocuous emptiness of a worldless occurring, that in an extreme sense what it does is precisely to bring Dasein face to face with its world as world, and thus bring it face to face with itself as Being-in-the-world…As Dasein falls, anxiety brings it back from its absorption in the ‘world’.  Everyday familiarity collapses.  Dasein has been individualized, but individualized as Being-in-the-world. (BT 233)

Whereas as for Sartre the “isolation” that results from freedom is a severing of man’s relationship to the entities in the world, for Heidegger the “individualization” that results from freedom is a seizing of the “I” out of the “they”.  While Dasein does sever its ties with the world of “everyday familiarity”, as proximally handed to it by the “they”, this severing allows it to come “face to face with its world as world”.  The effect of freedom is not an “isolation” from the world, but rather a union with it.


The interpretation so far developed of the contrasting “subject”/“object” relationship, meaning of nothingness, and meaning of freedom in Heidegger and Sartre is exemplified by a comparison of the mood of “anxiety” in Heidegger and the feeling of “nausea” in Sartre.  Both anxiety and nausea have already been mentioned in support of the above interpretations, but it is telling to examine their parallel structures and their divergent outcomes.

Anxiety and nausea each function as a sort of non-cognitive revelation about Being and the world.  They are prompted by a sub-conscious awareness of the true structure of Being and an intuitive understanding that the way man commonly perceives and understands Being is an artificial veil meant to mask the disconcerting truth.  This creates a feeling of profound discomfort, which Heidegger calls anxiety and Sartre calls nausea.  That discomfort constitutes the first, most fundamental step in the leap away from the “they” that is necessary if man is to see below the surface of Being.

There the similarities end.  When authentic Being is unmasked, it exposes for Heidegger Being-in-the-world and for Sartre Being-free-from-the-world.  It reveals for Heidegger our fundamental ontological relationship with the world and for Sartre our fundamental ontological isolation from it.

The Possibility of a Meaningful Existence:

The examination of Sartrean nausea brings us to our final question:
 What does existentialism have to say about the possibility of existence being meaningful?  In Nausea, Roquentin makes a bold and disturbing declaration: “Every existing thing is born without reason, prolongs itself out of weakness and dies by chance” (133).  From what observation, though, does he derive that conviction?  A fuller description in Nausea sheds light on the lack of “reason” attached to existence.  

We were a heap of living creatures, irritated, embarrassed at ourselves, we hadn’t the slightest reason to be there, none of us, each one, confused, vaguely alarmed, felt in the way in relation to the others.  In the way: It was the only relationship I could establish between these trees, these gates, these stones…each of them escaped the relationship in which I tried to enclose it, isolated itself, and overflowed…I insisted on maintaining [these relations] in order to delay the crumbling of the human world…I, too, was In the way…I was In the way for eternity. (128-29)

Man  has no “reason to be there” because Sartre has dissolved the natural relations between man and the world.  Instead of being in-the-world, man is “In the way”, as is every entity in the world.  For three closely related reasons, the severing of that relationship leads to meaninglessness in Sartre’s philosophy in a way that it does not in Heidegger’s.


As we have established, Heidegger’s description of entities as “ready-to-hand” indicates that Dasein’s use of them is determined by the specific usefulness contained in the object as a character of the object’s own Being.  In Heidegger’s elaboration on this theme, he labels ready-to-hand entities as “equipment” and writes that “Equipment is essentially ‘something in-order-to…’” (BT, 97).  Every entity, in its readiness-to-hand, is pointed toward some other thing, or some goal.  He goes on to conclude that “The primary ‘towards-which’ is a ‘for-the-sake-of-which’.  But the ‘for-the-sake-of’ always pertains to the Being of Dasein…Dasein’s very Being [is] the sole authentic ‘for-the-sake-of-which’” (BT, 116-117).  Thus, the very nature of the world is directed toward and for Dasein.  The existence of Dasein becomes central—the world in a very real sense revolves around Dasein in that the Being of the things in the world are defined by their ability to interact with Dasein.  In Sartre’s world of present-at-hand things, though, man is alienated from the things in the world.  The Being of those things has no regard for him.  He is not at home in the world; he is trapped in the world. Man drowns in the sea of “sticky filth…tons and tons of existence, endless” (Nausea, 134).  Each individual occurrence in the world, then, loses the feeling of direction and purpose.  In stripping away the relation between man and the world, Sartre seems to strip away the “meaning” of each occurrence.


Perhaps the root of Sartrean meaninglessness is not the lack of readiness-to-hand in the “objects” in particular, but rather, in Sartre’s present-at-hand world, the lack of readiness-to-hand in the “subject”.  Heidegger establishes that, while Dasein is the “sole authentic ‘for-the-sake-of-which’” for entities in the world, Dasein has its own for-the-sake-of-which: its “ownmost potentiality-for-Being” (BT, 237).  Thus, Dasein itself is, in a sense ready-to-hand.  Its usefulness is its ability to seize its own possibilities of Being.  To seize those possibilities is its function.  Dasein, however, “can be inauthentically; and factically it is inauthentically, proximally and for the most part.  The authentic ‘for-the-sake-of-which’ has not been taken hold of; the projection of one’s own potentiality-for-Being has been abandoned to the disposal of the ‘they’” (BT, 237-38).  For Heidegger, to seize one’s own authentic, ready-to-hand existence, while it provokes anxiety, in fact lends existence a type of meaning lacking in the inauthentic mode of absorption in the “they”—it recaptures Dasein’s “authentic ‘for-the-sake-of-which.”  In Sartre, however, the possibility of Dasein having a “for-the-sake-of-which” is eliminated.  Roquentin says, “I, too, was In the way” and thus establishes the human subject as present-at-hand in the same manner as the objects of the world.  The present-at-hand, unlike the ready-to-hand, has no inherent “usefulness”, no inherent direction—it is for the sake of nothing.


Heidegger goes on to point out that “That very potentiality-for-Being for the sake of which Dasein is, has Being-in-the-world as its kind of Being.  Thus it implies ontologically a relation to entities within-the-world” (BT, 238).  The sense of potentiality-for-Being about which Heidegger writes is the ability to seize possible ways of Being in-the-world and toward entities.  If those entities were not ready-to-hand, if those ready-to-hand entities were not for-the-sake-of Dasein, Dasein could not itself be ready-to-hand and for-the-sake-of something.  What emerges, in Heidegger’s writing, is a structure of Being characterized on all levels by readiness-to-hand.  What is central to readiness-to-hand is relationships, the inherent directionality of one entity toward another entity or goal.  Heidegger’s concept of Being and the world, including Dasein and all other entities, appears to be a closed, interdependent system, “primordially a whole” (BT 236).  Meanwhile, Roquentin (on behalf of Sartre) laments, “These trees, these gates, these stones…each of them escaped the relationship in which I tried to enclose it…I insisted on maintaining [these relations] in order to delay the crumbling of the human world.”  For Sartre, these relationships are artificially imposed by men in order to create a sense of order.  For Heidegger, these relationships and this order in fact exist.  The system does not dissolve; the human world does not crumble.


Ultimately, we must define what we mean by meaning.  In Nausea, Roquentin says to the Self-Taught Man, laughing, “I was just thinking that here we sit, all of us, eating and drinking to preserve our precious existence and really there is nothing, nothing, absolutely no reason for existing.”  The Self-Taught Man responds, “You undoubtedly mean Monsieur, that life is without a goal?...A few years ago I read a book…called Is Life Worth Living?  Isn’t that the question you are asking yourself?”  “Certainly not,” Roquentin thinks to himself, “that is not the question I am asking myself” (112).  The question need not be whether life has a “purpose”.  Neither Sartre nor Heidegger would allow for a teleological “goal” that derives a priori value from some external or higher source.  “Meaning”, on the most fundamental level, is an answer to the question “Why?” of existence.  “Why?” can be answered with an aim, but it can also be answered with a reason.  In order for existence to be meaningful, there must be some sense of a coherent explanation for Being, a sense that man fits in to the picture.  The “they” provides such an explanation, in the everyday interpretation of the world, but neither Heidegger nor Sartre accepts “their” distortion of authentic Being, intended only to “tranquilize”, to comfort.  When that layer of inauthenticity is pulled away, though, Heidegger describes the authentic situation of man as one that still submits to explanation, to reasons, to causes.  Man is still in-the-world, still factical.  He is still a component of a system, and that system derives “meaning” from its order and its necessity.  Sartre, however, allows the subject to escape Being and the world into Nothingness, lends him radical freedom outside of the causal order.  He cuts the genuine ready-to-hand ties between subject and object and makes impossible the relatedness and interdependency of existence.  Sartre eradicates the system and with it order, explanation, and a reason for Being:  “No necessary being can explain existence…All is free, this park, this city and myself…In themselves, secretly [men] are superfluous…When you realize that, it turns your heart upside down and everything begins to float” (Nausea, 131).  Man is left grasping, helplessly, for a meaning that evaporated when man was cut loose from the world.
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The debate over naming as it is informed by identity, necessity, and theories of knowledge is an important one in metaphysics, evolving from Mill’s proposal that a name is nothing more than what it denotes. Saul Kripke gave a series of lectures at Princeton in 1970 that reinvigorated this debate and elicited a host of responses. In these lectures, he provides an in depth account of the view of Frege and Russell that names are really descriptions; Kripke then proposes an alternate view of names as rigid designators, i.e. they have the same referents in all possible worlds. With this definition, Kripke introduces the concept of modality to the debate (Sainsbury 65). In this paper I will briefly treat the view that names are descriptions, as articulated by Russell and Kripke. I will then address Kripke’s response and his own view of names as rigid designators, focusing in particular on his use of contingent and necessary properties in defining rigid designators. Ultimately I aim to show that Kripke fails to provide an adequate account of the necessary properties of the referents of proper names, and he therefore cannot consistently distinguish contingent properties from necessary properties. This threatens to undermine his account of names as rigid designators.


The view propounded by Russell that names are really descriptions comes in response to the simplistic, if prima facie intuitive, view that names are nothing more than that which they denote, or in Mill’s more technical language, that they have denotation but not connotation (Kripke 26). When placed as the sole alternative to Mill’s view, Russell’s is better, for it accounts for a wider range of identity statements more satisfactorily than Mill’s. In “Knowledge by Acquaintance and by Description,” Russell states — and is frequently cited for stating—“Common words, even proper names, are usually really descriptions” (Russell 114). This is widely taken to mean that he holds names to be synonymous with their descriptions (Kripke 29). Russell admits that the particular descriptions used to refer to something will be different for different speakers, but “so long as this remains constant, the particular description involved usually makes no difference to the truth or falsehood of the proposition in which the name appears” (Russell 114). A strong defense of Russell’s view is actually articulated by Kripke, who presents three cases. 


Kripke states that the basic problem for accounts of naming like Mill’s “is how we can determine what the referent of a name, as used by a given speaker, is” (Kripke 28). On Mill’s view, names lack any descriptive component, and without such a component we cannot uniquely identify the referent of a name. Kripke goes on to present two arguments he calls subsidiary, but which constitute more positive reasons for favoring Russell’s view. The first is the case of two names for the same referent; on Mill’s view we should be able to use two names for the same thing interchangeably. Yet Russell’s view presents a strong case that we cannot use them interchangeably, and therefore there must be more to a name than that which it denotes. A good example of this is Hesperus and Phosphorous. Astronomers saw a heavenly body in the morning (incidentally the body that we know today to be Venus) and called it Hesperus, and saw what they believed to be a different heavenly body in the evening and called it Phosphorous. Later, the empirical discovery was made that the two heavenly bodies were one and the same. This discovery can be expressed by “Hesperus is Phosphorous.” Yet on a non-descriptive view of names, such as Mill’s, an utterance such as this has to be trivial. If both “Hesperus” and “Phosphorous” are nothing more than that which they denote, and they both denote the same thing (Venus), then the statement “Hesperus is Phosphorous” is just as trivial as “Hesperus is Hesperus.” Yet with the statement “Hesperus is Phosphorous,” “we’re certainly not just saying of an object that it’s identical with itself. This is something that we’ve discovered” (Kripke 29). We are really saying something closer to: “the heavenly body that we saw in the morning is the heavenly body that we saw in the evening.” Russell’s view that names are descriptions allows “Hesperus is Phosphorous” to be informative in this way.


Kripke’s final argument that Russell’s view is better than Mill’s is that it allows us to more accurately question whether historical figures existed. In asking whether Aristotle existed, to use Kripke’s example, we are presumably generally not questioning the existence of a flesh-and-blood man called Aristotle, but rather the existence of “anything [that] answers to the properties we associate with the name” (Kripke 29). This is dubiously phrased, as we sometimes do indeed wish to question the existence of the thing denoted, but it is true that only Russell’s view accounts for cases where we are really questioning the properties of the referent. With Aristotle, it allows us to question “whether any one Greek philosopher produced certain works, or at least a suitable number of them” (Kripke 29). This final aside alludes to what Kripke calls the “cluster view,” a modified version of Russell’s view that holds that names are really a cluster of descriptions, which must be disjunctively satisfied. I will touch on this view later. It seems clear that Russell’s view, that names are really descriptions, is thus far the best account of names as we use them.


Kripke is tactful, however, and though he constructs a strong argument for Russell, he ultimately builds him up only as a strawman to knock down. His most compelling case against Russell’s view is the following: on Russell’s view, statements such as “Aristotle was the man who taught Alexander the Great” are tautological because Aristotle is synonymous with the description “the man who taught Alexander the Great.” But the sentence in question clearly is not a mere tautology. “It expresses the fact that Aristotle taught Alexander the Great, something we could discover to be false. So, being the teacher of Alexander the Great cannot be part of [the sense of] the name” (Kripke 30). If we want statements like this to express information that could turn out to not be the case, then Russell’s view must be rejected. Kripke provides other problems for Russell’s account as well, one of which he uses to introduce his own view of names as rigid designators. Kripke gives an example in which a name’s description fails to account for essence. “What’s the difference,” he asks, “between asking whether it’s necessary that 9 is greater than 7 or whether it’s necessary that the number of planets is greater than 7? Why does one show anything more about essence than the other?” (Kripke 48).  The difference, he continues, lies in the fact that the number of planets could have been different than it in fact is, but nine could not have been any different than it in fact is. (Kripke 48). In this example, nine is a rigid designator, while “the number of planets” is not. Succinctly: we “call something a rigid designator if in every possible world it designates the same object” (Kripke 48). A name functions as a rigid designator only after it has come to designate something. We take a contingent property of an object; in the case of Nixon, e.g., that he was the president of the United States, and we use it to fix the referent of the term “Nixon,” which then functions as a rigid designator. Even though the referent is fixed by a contingent property, “Nixon” still denotes the same man even in possible worlds where he is not the president of the United States. So goes Kripke’s view.

To fully understand and critique Kripke’s account of rigid designators, we must further explore the notion of contingent properties. Kripke maintains that in considering other possible worlds, we begin with objects we know of in the actual world and then ask whether certain things might have been true of them in other possible worlds (Kripke 53). He uses Aristotle as an example again, asserting that if “Aristotle” is a rigid designator, we can say counterfactually, “suppose Aristotle had never gone into philosophy at all” (Kripke 57). If Aristotle is defined by the description “Aristotle was a great philosopher,” then to say, “suppose Aristotle had never gone into philosophy at all” is to say, “suppose a great philosopher had never gone into philosophy,” which is a clear contradiction. Kripke’s account of counterfactual statements with proper names is certainly more compelling than the contradictory account, but it is not faultless. To begin with, one can reasonably question whether we can in fact imagine that Aristotle had never gone into philosophy.

Kripke explains that because referents are rigidly designated, or “tagged” simply as themselves, not amalgamations of properties or descriptions, we can make sense of them in counterfactual worlds, in a way that we could not if they were defined by descriptions. Yet this presupposes that not all properties are essential, that we can identify an object in another possible world even if some of its properties are changed. A deterministic critic might respond that we cannot identify an object in a counterfactual situation or in another world at all because as soon as it is removed from its actual circumstances and facts, it ceases to be the same object; this is to say that no properties are contingent. Such a view defeats Kripke’s account of rigid designators because it rejects the possibility of anything in our world existing as the same thing in another possible world where circumstances are different. This fundamental criticism is rather strong, and from too extreme a standpoint to be adequately dealt with here. Yet even without adopting an entirely deterministic framework, one can still push Kripke and criticize him for failing to establish which properties of a given referent, and how many properties, could be changed counterfactually without changing the referent itself. The cluster view attempts to incorporate such an objection. Its supporters recognize that there are certain descriptions by which we come to define names; because of this, all of these descriptions cannot be changed in counterfactual situations without inadvertently changing the referent.


The cluster view presents a problem with the counterfactuals that Kripke is committed to employing on his view of names. According to the cluster view, the referent of a name is disjunctively defined by a cluster of descriptions; the referent does not need to have every property in the cluster, but if it ceases to have any, it is no longer the same. Consider Aristotle. Kripke believes that most of the properties commonly attributed to Aristotle are contingent, so “in a situation in which he didn’t do them, we would describe that as a situation in which Aristotle didn’t do them” (Kripke 61).
 In the actual world, barring an imminent archeological discovery, Aristotle was in fact taught by Plato. To imagine a possible world in which he was not is necessarily to imagine a world that is different from our own. If Aristotle was not taught by Plato in another possible world, is he still Aristotle? On the cluster view “Aristotle” can still refer to the same man, despite his no longer having this property, but only because many of his other properties are still in tact. 

Perhaps the property of Aristotle that he was taught by Plato is in some sense more contingent than other properties. Kripke acknowledges this, for he states: “There are exceptions. Maybe it’s hard to imagine how he could have lived 500 years later than he in fact did [and still be Aristotle]” (Kripke 62). Though Kripke acknowledges this type of exception, he does not adequately treat it. Indeed he barely treats it at all, and actually goes further in opposite direction. He judges the cluster view as a whole and makes the claim that it is not that each property in the cluster is contingent. Rather, “the possession of the entire disjunction of these properties, is just a contingent fact about Aristotle; and the statement that Aristotle had this disjunction of properties is a contingent truth”  (Kripke 62-63). On Kripke’s view, then, Aristotle might not have had the disjunction of properties with which we associate him, and he would still be Aristotle. It is not explicitly clear what the essential properties of the referent of “Aristotle” are that allow it to remain the same in this case where Aristotle does not have any disjunction of contingent properties. 

An examination of Kripke’s use of general terms and their properties will serve as a helpful contrast to his assertions about the properties of proper names; his use of general terms highlights an inconsistency in his treatment of necessary properties and statements about counterfactual situations. Kripke sets out to determine how we define members of a kind. In the course of this discussion, he addresses Hilary Putnam’s example that “cats are animals.” He has us consider the counterfactual situation in which cats are not animals but demons.  “Should we describe this as a situation in which cats were demons? It seems to me that these demons would not be cats. They would be demons in cat-like form” (Kripke 126). He defends this by saying that in this situation the essence of cats has changed such that they are no longer cats. Essence, in this example, consists in being an animal: “given that cats are in fact animals, any cat-like being which is not an animal, in the actual world or in a counterfactual one, is not a cat” (Kripke 26). This seems to be in line with our intuitions. As such, I maintain that we have similar intuitions about essence with proper names and that Kripke does not provide an adequate account of essential properties of proper names as distinguished from the set of contingent properties.

Kripke’s brief treatment of essential properties comes amid his discussion of transworld identity. A necessary property of someone, he says, is one such that we cannot imagine a possible world in which that person does not have this property. This definition, however, ends up being circular. Let us take “being a human being” as the property in question. If we cannot imagine a possible world in which, to use Kripke’s example, Nixon is not a human being, then “being a human being” is a necessary property of Nixon. Kripke says that indeed “it would seem that we cannot think of a possible counterfactual situation in which [Nixon] was, say, an inanimate object; perhaps it is not even possible for him not to have been a human being. Then it will be a necessary fact about Nixon that in all possible worlds where he exists at all, he is human” (Kripke 46). The problem is that it seems that we can imagine a world in which Nixon is not a human being. Consider a world in which Nixon is really a small alien residing inside the skull of the body we recognize as Nixon. In line with his treatment of cats and demons-masquerading-as-cats, in a case such as this, Kripke would probably respond that this is not a case in which Nixon is an alien, but rather a case in which there is an alien masquerading as Nixon. His justification, as in the case of cats, would be that being a human being is part of the essence of Nixon. The problem here is that “being a human being” was only defined as being part of Nixon’s essence, as being a necessary property, by the fact that we could not imagine a possible world in which he was not a human being; this line of reasoning begs the question. Kripke must provide a satisfactory account of necessary properties or his view will leave open the possibility of a rigid designator referring across possible worlds to something that shares none of the original referent’s properties and therefore is not the same thing.
Kripke elegantly traces the debate concerning names, meaning, and reference from Mill through Frege and Russell. He provides strong counter-examples to Russell’s view in particular and responds by putting forth his own account of names as rigid designators of referents that stay the same across possible worlds. His account is compelling and answers many classic problems with naming and identity. This paper highlights an area of Kripke’s view that he must further develop, namely necessary properties and essence. His view of rigid designators relies on the concept of contingent properties and these cannot operate without a solid foundation of necessary properties as a contrast. 
Bibliography
Kripke, Saul A. Naming and Necessity. Cambridge, MA: Harvard University Press, 1980.
Putnam, Hilary. “Meaning and Reference” in The Journal of Philosophy, Vol. 70, No. 19, Seventieth Annual Meeting of American Philosophical Association Eastern Division (November 8, 1973). <http://www.jstor.org/sici?sici=0022-362X%2819731108%2970%3A19%3C699%3AMAR%3E2.0.CO%3B2-1>.
Russell, Bertrand. “Knowledge by Acquaintance and Knowledge by Description” in Proceedings of the Aristotelian Society, New Series, Vol. 11 (1910-1911), pp. 108-128. http://www.jstor.org/stable/4543805
Sainsbury, Mark. “Philosophical Logic.”
Justin J. Petrillo

December 17th, 2009

Prof. Gilmore

Human Nature and the Social Sciences

Ever since Condorcet, and more recently from E. O. Wilson, it has been believed that biology, cognitive sciences, and evolution can be used for the social sciences.  This essay will examine this claim philosophically and empirically through the different methodologies of studying evolution to determine in what precise ways they can help the social sciences.  The dream is not to use biology and psychology in social sciences as just another tool, but as a fixed foundation for the social sciences.  It is to make the social sciences into a natural science.  But, unlike the natural sciences, the social sciences have no ‘laws,’ nothing universally true in all situations that can predict outcomes precisely.  Hempel and Popper imagined their conceptions of laws would one day apply equally well to social sciences.  But, that vision is fading, as rational choice theory does.   With the onset of postmodernism, cultural relativism, and anthropology, it has become clear that we will not find our universal social science laws in the contingencies and diversity of cultures.  We instead have to look elsewhere.  And this is where the biological sciences come in, as our last hope.  For them to provide this universal foundation, they must provide a non-cultural basis for all human action and culture – an innate human nature.  So, it is this question of what our human nature is and how it can be conceptualized that is essential to whether biology can give a foundation to the social sciences, and to how they can be integrated at all.  Evolutionary psychology will be analyzed first as a useful way of figuring out human nature.  Other biological and psychological methods – behavioral genetics and evolutionary game theory – can also be used to discover our human nature.  A precise understanding of what the social sciences are – what are predictions and explanations in them – is essential for the analysis as well.  It reveals that, due to the problem of abstraction, human nature is not useful in itself for explanations in social sciences, or for predicting the content of culture.  It cannot provide a foundation for the social sciences.  Instead, a less transcendent  – not innate – conception of psychological patterns can be of use for explanations and predictions.  This conceptual framework is then used to evaluate and reformulate integrative approaches to studying social sciences using psychology and cultural evolution – Memetics.

Evolutionary Psychology and Discovering Human Nature

Evolutionary Psychology is a functional analysis of psychological mechanisms in the ancestral environment to determine the form of these psychological mechanisms.  This means that it looks at ancestral conditions - EEA (Evolutionary Environment of Adaptation) – to determine why certain psychological mechanisms evolved in them.  For a mechanism to have evolved, it must have served a function in that environment – i.e. it must be an adaptation.  Central to mainstream evolutionary psychology is that the adaptations evolved in the EEA, not after it.  This is the time before civilization that occupied most of human history.  It is considered to be a fairly constant environment, in which we evolved from primates to modern man.  In it, we were most susceptible to selection forces and as small hunter-gathering groups, evolved quickly.  While humans may have continued to biologically evolve in the last several thousand years, these recent adaptations are considered minor.  It is the adaptations from the EEA that structure much of who we are in modern times.  The main assumption in using the EEA is that it is generally the same for all humans.  During it, humans were not spread throughout the globe, but instead occupied very similar environments in Africa.  It also assumes that all human groups were hunter-gathering societies and so evolved not only under the same physical environments, but also the same social ones.  This means that adaptations from the EEA are universal to all humans.  Since these adaptations are innate aspects of all humans, we consider them part of our human nature.

It is Tooby and Cosmides who direct evolutionary psychology towards finding this human nature.  To them, the functional explanation in evolutionary psychology only becomes a tool for creating hypotheses and testing what psychological mechanisms are actually part of our human nature and what their form is.  In “The Psychological Foundations of Culture” in The Adapted Mind, they say more generally that in biology and cognitive science, “functional questions about organismic design have been a powerful engine for the discovery of new knowledge” (Tooby 1992).   But, in using functional explanations for discovering human nature, evolutionary psychologists must be careful to avoid post hoc explanations.  The specific methodology will reveal our abilities and limits to determining human nature.

To discover the structure of an unknown psychological mechanism in our human nature the researcher must start with a description of the EEA that includes its recurrent structures and problems faced by humans in them.  These structures – the “adaptive problem” – must be stable enough to support the evolution of a psychological mechanism.  Considering a specific situation and problem, the researcher must then determine what psychological mechanisms or behaviors would actually be solutions to the problem.  This forms what Tooby and Cosmides call an “adaptive target.”  Next, the researcher can begin to form hypotheses about the actual design features of the psychological mechanisms that would accomplish the adaptive target.  Crucial to their project, they conceive of the form of psychological mechanisms as information-processing mechanisms with an input and output.  For each design, the researcher must supply a mechanistic description of how, given the actual features of ancestral conditions and our present conditions as inputs, it generates the various outcomes.  Then the researcher can empirically test humans for the presence of these psychological mechanisms and evaluate, under parallel conditions to the EEA, how well they actually accomplish the adaptive target.  The better the mechanism performs its target, the greater the chance that the psychological mechanism is part of our human nature, although it cannot be known concretely.

Alternatively, a researcher can start with a proposed form of an already known psychological mechanism and determine if that specific form could have evolved – i.e. if it is innate.  After specifying the design of the mechanism, the researcher must look at features of the ancestral environment to determine the adaptive problem and possible adaptive targets that this psychological mechanism might accomplish.  Given the environment features, the proposed design must yield adaptive outcomes.  Empirically evaluating the design in similar conditions to EEA will allow the researcher to compare it to alternative designs to see which would be more adaptive, and thus more likely in our human nature.  

Standard psychological methods may be able to test if the form of a psychological mechanism is correct and if that mechanism is universal, but they cannot tell us if it are part of our human nature.  Many psychological processes are simply developed behaviors that are products of the more fundamental innate human nature interacting with the specific environment.  Psychological processes can change depending on the environments we develop in, but our human nature can’t – unless our population evolves.  So, this functionalist program is one of the few methods that allow us to make a good guess at what our human nature is.  These two procedures above eliminate post hoc explanations of our human nature because they require the researcher to test his hypothesis against data he did not start with.  As we can see so far, these information-processing psychological mechanisms make up human nature in the evolutionary psychology program.  But, it must be clarified that the methods above can only be used for determining aspects of human nature that are adaptations.

While not all psychological mechanisms are adaptations, the process of evolution works by selecting those individuals having adaptations that allow them to survive better.  So, while we are looking at the active side of evolution, we are looking for adaptations.  But, Gould and Lewontin rightly point out that there is another side of evolution that must be looked at – the ‘accidental’ development.  In addition to adaptations, there are structures and constraints – ‘spandrels’ – already present in our minds that constrain evolution of adaptations.  As such, evolution doesn’t maximize fitness, but often selects for an adaptation, given all the other constraints present in our minds and the environment, that just happens to work.  Even when looking at the evolution of some psychological mechanisms as an adaptation, we must be careful not to exclude the possibility that it is a by-product.  The ‘accidental’ constraints may themselves become secondary (by-product) adaptations because of their accidental use, not because of some original function they served from the beginning of their emergence.  These spandrels are just as much part of our human nature as adaptations, but cannot be discerned by the functional methods outlined above.  Irrelevant of how much of our human nature can be discovered with specific methods, we can still examine this conceptualization of human nature as information-processing mechanisms and see what relevance it has for social sciences.  

The Meaning of Human Nature

By finding that a specific psychological mechanism is an adaptation, we separate that mechanism from other psychological processes.  This allows us to parse the many mental processes into distinct modules.  Each module, as a psychological mechanism itself, takes some form of information – a representation – as an input and then sends a different representation as an output to other modules.  The input and output representations in this information-oriented conception of human nature must be situated in their proper level of representation.  They are certainly above the neural level, yet below reflective thought.  They are, what Sperber calls, at the level of ‘inference.’  But, these representations are of semantic and cultural content – meaning.  Unlike physical processes of neurons, these are abstract ‘concepts.’  So, the psychological mechanism is really just a relation between semantic contents, as Sperber conceptualizes (Sperber 2001).  But, unlike the Durkheimian ‘social fact’ – meaning content that exists as an objective fact in the world – the content of these representations are psychologically based.  They are in our minds.

According to Tooby and Cosmides, these psychological mechanisms of our human nature compose the ‘metaculture.’  This metaculture is the human nature that structures all culture and gives it certain pre-defined contents.  This would explain the cross-cultural similarities in cultural and linguistic content.  But, by understanding what ‘content’ is, we can see that the non-cultural human nature can’t have pre-defined contents.  The concepts and abstract ideas we have in our minds, or other forms of understanding, can be conceptualized as semantic content.  This means that they are part of a linguistic system, which is the conceptual scheme to how we experience the world (Davidson 1974).  Without it, there is no meaning.  So, these contents only exist for someone who understands a linguistic system, who sees from a conceptual scheme.  The constellation of meanings, or contents, that a people share is called ‘culture.’  “Beautiful” is not a Platonist Form, but instead just a meaning we linguistically understand within our own cultural context.  Content thus cannot already be pre-defined in an innate human nature since human nature is independent of culture.  There can only be abstract structures in human nature that when viewed from within a conceptual scheme appear as specific contents.

As shown above, the representations that are the inputs and outputs to our psychological mechanisms are themselves semantic contents – meanings from our culture.  Thus, this ‘human nature’ of psychological mechanisms conceptualized by evolutionary psychology is not the innate structure we are looking for.  Instead, these psychological mechanisms themselves exist only within the context of interpretive cultural meanings.  But this does not mean that they have no use for social science.  

Explanations by Human Nature

Explanations in social science are the explanation of individual actions in terms of their meaning, or reason.  If not of actions, an explanation can just be of the relation between cultural meanings.  As an example of a meaningful action is when a man gets angry from his friend being insulted.  We cannot explain this action by the gestures or words of the actors, but only by actors’ interpretations of this situation.  If we are to explain action – as opposed to behavior – we must do so by the reason the person has for performing the action, or at least by the meaning context it takes place in.  

Although the representation inputs to inference mechanisms in evolutionary psychology are not of the explicit cultural meanings an actor initially understands, they are still of cultural meanings.  This means that they may still be capable of giving social science explanations.  While a man may explain wanting to help his friend on homework by appeal to some moral duty, viewing this from the perspective of an information-processing psychological mechanism, the evolutionary psychologist would explain it by our social cooperation module.  Given a situation where a friend is in trouble and may damage the group, this social cooperation module outputs the action of sacrificing one’s individual interests to help the group as a whole.  While this explanation abstracts from the specific meanings the actor initially understands, it may still be a valid explanation since it still rests in the meaning context.  Presented with this new information-processing explanation of the man’s action, he may come to accept it as capturing some reason of why he performed the action he did.  So, for all the evolutionary psychology discourse on metaculture and structures behind culture, the human nature detailed by evolutionary psychology is itself just an explanation through cultural meanings.  It is on the same level as any other social science explanation.  

As a similar example, a man might explain his desire to stare at a painting by its beauty.  But, if evolutionary psychologists had found that wanting to look at paintings was an evolutionarily adaptive mechanism by signaling to potential mates that you are talented, this man’s action would instead be explained by the mate-signaling properties of paintings.  Again, the man might agree that this may be true in addition to its beauty.  But, we could not explain this man’s action of staring at the painting by his desire for better reproductive fitness.  This would be stepping outside of the cultural meaning context since it is not a reason this man could have in his culture for performing the action.  Along with this, a behavior-oriented mechanism – when one sees a painting, stare at it – would not explain the man’s action either.  So, it is clear that as long as our ‘human nature’ consists of these psychological mechanisms that use cultural meanings as inputs and outputs, this conception of human nature is very applicable to social science explanations.  

But how can natural selection – a physical process – select for a cultural meaning, since representations cannot even exist outside of culture?  Possessing these content- based inference mechanisms could have caused people to perform behaviors that made them survive better.  Does this mean that these actual mechanisms, with all of their pre-structured content, are part of human nature?  As shown above, clearly not.  In a hypothetical inference module that yields anger when a friend is insulted, the explicit content of ‘anger’ or ‘insult’ cannot be in our human nature because that would imply they exist outside of the cultural meaning context.  In our human nature, there can only be vague underlying processes that, when seen within a context of meaning, appear as ‘anger’ in reaction to ‘insult.’  Such an abstract mechanism would clearly not be able to explain action, and so has no use for the social sciences.  Its input and output representations are also too abstract and vague to even be able to predict actions of individuals in specific situations.  Thus, when describing these psychological mechanisms under the evolutionary psychology program, we are forced to choose between describing human nature and giving a proper social science explanation.

There are other ways to conceptualize human nature that may be of more use to the social sciences.  There is the popular behavioral genetics, as Eric Turkheimer describes (Turkheimer 2000).  Here, human nature is simply our genes.  These genes are statistically related to certain actions – within the meaning context.  This means that our human nature, even though outside of the meaning context, is relevant for predicting actions in cultural situations.  But, genes cannot explain these actions, as are proper to social science.  Thus, while they can certainly supplement explanations of action by meaning, they cannot be social science explanations in themselves.  It seems that genes may be too weak of a conceptualization of human nature.

Continuing to conceptualize human nature as the psychological mechanisms of evolutionary psychology, we have come to see that human nature in itself cannot offer explanations of action in social science.  In giving these explanations, we must speak of meaning within the culture, and thus step outside of innate human nature.  But, human nature may be of use for social sciences by predicting the structure of meanings themselves in human culture.  Treating our human nature as somewhere in between genes and meaning, are there regularities in cultural meanings that necessarily arise from our human nature, just as genes predict regularities in the meaningful actions of individuals?

Predictions by Human Nature


The above argument showed that psychological mechanisms in human nature can’t already have pre-defined contents.  Instead, it was suggested that human nature may still have general processes that within a culture give rise to fairly consistent contents.  But, specifically, how predictive of the structure of culture is human nature?  What level of abstraction of cultural content is actually necessitated, or regulated, by human nature?  The greater the abstraction, the less use human nature is for us.  To answer this, we will investigate the innateness of Morality, as an example.  But, the results concluded are generally applicable to the innateness of other concepts.  Evolutionary psychology and even genes point to Morality as innate, but Jesse Prince, in “Is Morality Innate”, is able to reveal how, given any evidence, we still cannot conclude that morality, in any usefully concrete conception, is innate.


Contrary to the methodologies of evolutionary psychology, Prinz acknowledges that morality evolved for adaptive reasons, but still shows that it is not innate.  The crucial step is taking into consideration the full implications of content as only in culture and the possibilities of cultural evolution.  To start off, he defines ‘innate’ more specifically than evolutionary psychology does.  A phenotype P is innate if it is acquired by means of psychological mechanisms that evolved for and are dedicated to P.  Thus, to prove morality is innate, we must be precise about the phenotype P – what aspect, or abstraction, of morality.  To show that specific moral rules are innate, P would have to be a cultural content.  As we have seen above, having a psychological mechanism in our human nature dedicated to a pre-defined content doesn’t make any sense.  But, P could also be more general processes that produce a specific and consistent moral rule in any culture.  Specific moral rules would then be innate in an emergent sense.  But, we could loosen our definition of morality from specific moral rules to abstracted domains of moral rules, or even to a general capacity for some moral reasoning. To show that morality is innate in any of these senses, evolutionary psychologists must demonstrate innate psychological mechanisms dedicated to them or to general processes that produce them consistently in all cultures.   The level of abstraction that is innate will determine human nature’s usefulness.

Prinz examines each level of innate moral representation empirically.  For specific content, he finds that there are no universal moral rules, and those such as ‘prohibition against harm’ or ‘incest taboo’ are too variable across cultures.  But, the thrust of his argument against their moral innateness is that the underlying psychological mechanisms haven’t evolved innately for moral rules.  All that has innately evolved are the negative emotions associated with moral rules, which we do see consistently across cultures.  For a behavior to be moral, Prinz asserts that it must dispose us to feel corresponding emotions of blame towards self and others.  This is not necessarily innately true for prohibition against harm, incest taboo, reciprocal behavior, or general pro-social behavior.  These are themselves just culturally evolved social conventions.  As moral rules, they are instead by-products of our evolved innate emotions.  It is culture that harnessed these disincentived behaviors – social conventions – into moral rules by relating these behaviors to the innate emotional tendency of blame.  We then internalize these cultural norms as the behavior and the corresponding moral emotion.  It is cultural evolution that has caused morals to come into existence, probably by group selection.  Simply, those cultures that didn’t evolve obligatory emotionally-based moral rules, would not survive because they couldn’t promote the proper behavior for a stable culture.  

This criticism cuts very deep and is equally applicable to the domain specific innateness of Haidt and the general capacity to develop moral rules as oppose to just conventions.  Here, Jesse Prinz has separated the universal cultural meanings of moral rules into the contingent culturally evolved content – the social convention – and the innate psychological processes – emotions of blame – that give it certain identifiable properties.  He has shown how certain cultural meanings can be universal and adaptive, without being part of our human nature.  As shown above, the specific meaning of a basic emotion, such as ‘blame’ or ‘anger,’ is not innate, but only the general tendency that exhibits a somewhat consistent meaning across cultures.  


So in relation to morality, is our human nature just our basic emotions?  Certainly we have a capacity to internalize cultural norms – social conventions – and some underlying psychological mechanisms with which we can associate the norms with our basic emotions, which then allow us to form moral rules.  While this may be true, we can begin to see that we have pushed human nature so far back in abstraction – to a reiterated ‘capacity for’ – that it loses much of its predictive value.  With this level of abstraction, we can’t predict much at all as necessarily arising in all human culture.  It is now apparent how vaguely human nature actually structures the meanings in human culture.  More generally, Prinz’s argument rests on the fact that concepts used in framing aspects of ‘human nature’ are structured by our specific culture – as cultural relativism would love to point out.   This same argument can thus be applied to attempts to show that some cultural content, its general domain type, or even its capacity is innate.  They all fail, pushing human nature farther back and giving cultural evolution more and more explanatory presence.  

A New Project for Social Sciences: Abandoning Human Nature

Human nature cannot provide a transcendent foundation for the social sciences.  Not only can innate psychological mechanisms not explain human action, but they can’t even predict the structure of the meanings in culture in any useful manner.  The only way to conceptualize innateness is with too much abstraction for the social sciences.  But, this doesn’t mean that biology or evolutionary methods are useless for the social sciences.  We simply have to abandon trying to use innate psychological mechanisms for social sciences.   This requires giving up on universal ‘laws’ in social sciences – rules that hold for any environment or culture humans grow up in.  There are instead near-universal patterns that can be drawn as to how we act and how our cultures develop.  Instead of laws, these explanations are ‘mechanisms,’ as Jon Elster advocates (Elster 2007).  Such mechanisms are not universal and instead culturally contingent, involving contents and meanings from specific cultures that we can then use in actually explaining action.  They also can only make predictions for a limited variability of cultures, but this increases the concreteness of meaning that can be predicted.  The psychological mechanisms of relations between representations – that evolutionary psychology tried to find for human nature – are the mechanisms we are looking for.  The more concrete the content of the representations, the better it is as an explanation of the meaning of an action.  But, more universal psychological mechanisms, and so more abstract ones, may also be acceptable explanations of the reasons for acting, as shown above.  This means that evolutionary psychology’s project of trying to discover our human nature is not a waste.  General psychological processes of our human nature can be used as guidelines to find near-universal psychological mechanisms, which can then actually be used in social sciences.  With this less ambitious goal for the social sciences, we can now present a new synthesis for using biology and evolution in the social sciences.  This method is loosely based off Memetics, grounding Sperber’s ‘Epidemiology of Representations’ on the more realistic mechanisms, rather than laws and natural science.  Using the mechanisms of interpretations and communication, it combines explaining action with predicting the structure of meanings in culture – the micro to the macro.  

A New Synthesis for Social Sciences and Biology


In Sperber’s ‘Epidemiology of Representations’ action is explained and interpreted through psychological mechanisms and their representations (Sperber 1985).  For any action of an individual, there is an input representation coming from outside the individual (Sperber 2001).  This is a ‘public representation’ – a symbol accessible to anyone in that culture that can be represented by semantic content.  This input representation is processed by psychological mechanisms, which entails relating it to other ‘mental representations’ – semantic content only in the individual’s mind.  Through many other psychological mechanisms, an output is produced that can be another public representation – i.e. an action.  This public representation output may then influence other individuals.  The sequence of semantic relationships between mental representations and psychological mechanisms happening in an individual’s mind are called a ‘Cognitive Causal Chain’ (CCC).  In fact, “mental life is made of CCCs” (Sperber 2001).  The cognitive causal chains extending over multiple individuals interacting through public representations and mental representations is a ‘Social Cognitive Causal Chain’ (SCCC), as Sperber calls it.  

In fact, we would explain an action of an individual – a public representation – by the CCCs and SCCCs that caused it and that it caused.  Explaining public representations by the mental representations that cause them and that they caused upholds methodological individualism, preventing these public representations from becoming ‘social facts’ that exist on their own.  Instead, we explain them by relating them to actions and reasons of individuals.  Or, as Sperber advocates, these explanations are ‘cognitive’ – reducing to semantic representations in the minds of individuals.  Before, we saw that we could explain an action by a psychological mechanism and that the mechanisms – if not too abstract and removed from the culture – could count as a reason for the action.  Clearly, this extends to CCCs and SCCCs.  The CCCs causing an action – public representation – can be the reason for the action.  And, the SCCCs caused by the action help fill in the meaning context of the action.  Thus, the SCCCs causally before and after the action can explain the action and its meaning context in a proper social science manner, as long as they use mechanisms that are concrete and culturally based enough.  These mechanisms are general enough to be used across many different situations and cultures, but because they are also concrete, they can be filled in with even more specific cultural content for specific explanations.  Here is an example of the CCCs as the reasons why Mrs Jones answers a doorbell ring on Halloween:

We have here an environmental change (the ringing of the doorbell), a process of perception (Mrs Jones hearing and recognising the doorbell), a process of epistemic inference (her inferring that there is somebody at the door), the retrieval from memory of a belief (that it is Halloween) and that of a desire (to give candies to children), a second process of epistemic inference (inferring that there must be children at the door ready to trick-or-treat), a process of practical inference (inferring that, in order to fulfil her desire to give candies, Mrs Jones should open the door) and the realisation of an intention (to open the door) resulting in an environmental change (the opening of the door). These events are causally related in a complex causal chain...Mrs. Jones’s perception of the doorbell ringing both represents the doorbell ringing, and is in part caused by it. Mrs. Jones remembering that it is Halloween and what is likely to happen now is similar in content (with appropriate updating) with the knowledge derived from previous experiences of Halloween, and has that stored knowledge among its causes. Mrs. Jones’s coming to specific conclusions (whether epistemic – someone is at the door, children are at the door ready to trick-or-treat – or practical – let me open the door) is both justified by specific premises and caused in part by her entertaining these premises. Mrs. Jones’s opening of the door both satisfies her intention to do so, and is caused in part1 by this intention (Sperber 2001). 

Communication allows for a similarity of content in representations to be instantiated across individuals– ‘intra-subjectively’.  That’s why SCCCs can still have similar contents being related.  But, why are these representations so similar and stable across individuals and time?  This is the question of how culture arises.  Within this framework of SCCCs, we can ask, what are the SCCCs that cause certain mental and public representations to be stable across an entire population, producing cultural content?  These long and stabilizing SCCCs are called ‘Cultural Cognitive Causal Chains’ (CCCC) by Sperber.  For example, popular folktales only remain stable cultural representations because of the CCCCs that link tellings of the tale to an individual’s knowledge of the tale and motivation to retell it.   Since humans do not replicate information, but instead interpret, there is often a gap between what is told and what is understood.  This can lead to the representation decaying or transforming rapidly.  But, it is these CCCCs that allow for any SCCC, since without culturally transmitted representations meaning would not be stable enough for proper understanding and interacting.  We can come to understand specific institutions, norms, laws, and other ‘holistic’ phenomenon and how they arise through the micro-processes of CCCCs.  This is the project of Social Sciences, to understand specific CCCCs that explain specific actions, that allow for specific  – or general – cultural representations, and that cause cultural change.  

Using Sperber’s framework, we have now located the project of social sciences and explaining culture to the psychological mechanisms – in Elster’s sense – causing acts of communication and understanding.  Sperber and Wilson, in Relevance, has begun outlining the psychological mechanisms of inference that determine what we pay attention to in a communicative act, based off previous understandings, and so how our understanding gets constructed (Sperber 1986).  They arrive at several general laws of communicating relevance.  Their “Principle of Relevance” is that “every act of ostensive communication communicates a presumption of its own optimal relevance” (158).  This is supported by several general psychological mechanisms.  In a way, this ‘law’ is a necessity for communication at all.  But, their theory still only deals with what is directly encoded linguistically (Sperber 1997).  More generally, taking the social situation into consideration, there is Pragmatics.  Habermas, in A Theory of Communicative Action, outlines his ‘Universal Pragmatics’ as the transcendental rules for the possibility of any communicative understanding, similar to Kant’s transcendental rules for the possibility of experience.  This Universal Pragmatics entails making, and arguing over, validity claims about the Subjective, Social, and Objective worlds (Habermas 1985).  Thus, reaching understanding has a necessary ‘rational’ process.  While this is not in terms of psychological mechanisms, Universal Pragmatics could obviously be more precisely explicated in terms of psychological mechanisms taking place in every individuals’ minds.  These necessary laws for the possibility of communication and understanding – Habermas’ and Sperber’s – are claims to human nature for the social sciences, as they are non-cultural and universal.  These seem to be the foundational laws that social science has been looking for.  But, while they are certainly useful for general social theories and normative claims, my above argument again shows that they are not, and will never be, concrete enough for social science explanations.  They also cannot make any concrete predictions of the cultural meanings.  For Habermas, his Universal Pragmatics is only useful for predicting norms and institutions in culture and diagnosing the times when he details them specifically in Modernity – modern Western culture and society.  But, as with human nature, they will be very useful for guiding us to non-universal mechanisms of communication and understanding, which we can then use for the Social Sciences in specific cultures.  

Contrary to the ideal of social sciences, we can’t use these laws of communication to derive higher up laws of cultural transmission and representation.  But, using them to find mechanisms of communication, we can then build up beyond psychological mechanisms to find patterns of cultural transmission, stability, and change.  Without knowing the micro-processes of the psychological mechanisms of communication, Memeticists, like William Wimsatt, have begun investigating empirically patterns of how individual cultural representations are transmitted and selected for separately on the Macro-level using the methods of entrenchment and complexity theory.  While Boyd & Richerson have modeled cultural transmission generally using different specific rules of representation transmission, their models can’t predict anything concrete, and nor will they ever find the specific rules of transmission from human nature to plug into their equations.  

The Future of Social Sciences

Starting from the lofty ambitions for the social sciences that E.O Wilson and Evolutionary Psychologists envisioned biology can have, we have ended up at a much more modest conception.  The fundamental problem rests on the inability of human nature to explain human actions, or for it to predict the structure of meaning in culture.  As the project of the enlightenment came crashing down with postmodernism, this essay will entail a similar shift in goals for the use of cognitive science and biology in social sciences.  We can no longer seek human nature as a transcendental foundation for the social sciences, escaping the contingencies of culture and relativism.  But, this does not mean that our only option is giving into Lyotard’s postmodernism.  There are still near-universal patterns that can be drawn as to how we act and how our cultures develop, stemming from how we communicate.  But, they must be seen as ‘mechanisms’ of explanation, as Jon Elster advocates, not as universal laws.  The crucial difference is that laws would hold for any environment or culture humans grew up in, while mechanisms can only hold for those we know.  While we will one day find a physical, or material, basis to semantic representations and psychological mechanisms relating them, we will not be able to ‘Naturalize’ the Social Sciences.  Contrary to Dan Sperber’s belief that we can find physical processes as laws for Cultural Cognitive Causal Chains, we can never find universal physical processes able to explain or predict culture because we can’t even have CCCCs laws based in psychological mechanisms, as shown above.  

The Psychological mechanisms evolutionary psychology had identified as part of human nature, and yet still resided in the meaning context, must now be seen as abstract regularities of action across many possible cultures, not as human nature.  In fact, they are brought down to the same level as other social sciences.  Similarly, the transcendental laws for the possibility of communication, unless made more concrete in specific cultures, are too abstract for explanation and prediction.  We must remember that even the patterns of psychological mechanisms and actions, cultural transmission, and cultural stability are not timeless, but dependent on the cultures we have now.  In the future of these disciplines, we must embrace the ‘local’ and ‘contingent.’  Although we may never be able to answer definitively the future of human race or what types of social systems are possible for us, we can continue to speculate, all the while understanding our own conditions better. 
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Story Time with Socrates
When Socrates decides that only philosophers are qualified to rule his city
 (473c), he gives truth utmost importance there. He also claims that, in order to raise capable philosopher-kings, poetry should be banned from the city (595b) as “all poetic imitators… have no grasp of the truth” (600e). What Socrates means by truth, however, is not immediately apparent. While many readers might be led to view Socrates’ “noble falsehood” (414b) as being in opposition to truth or Socrates’ many analogies and myths as a sort of poetry, a closer analysis shows that his careful application of both falsehood and myths does, in fact, serve the pursuit of truth.


Throughout The Republic, Socrates clearly endorses truth as the guiding value for his city. Nothing, he says, “is to be honored or valued more” (595c). This “love for the truth” (485c) quite literally governs the city: the rulers are philosophers (473c-473e). All of this, especially in light of his statement that the truth “must be told” (595c), seems to contradict quite strongly a critical element in the organization of the city, the “noble falsehood” (414b), also known as the myth of the metals. Surely the philosopher-kings, who “must be without falsehood,” “refuse to accept what is false,” and even “hate” untruths (485c) would never “make considerable use of falsehood and deception” (459c). But in fact, they seem to do exactly this when they tell their city the myth of the metals (414d-415d).

In order to reconcile this tension, one must first examine what Socrates means by truth. He draws a distinction between “true falsehood” and “falsehood in words” (382b): a true falsehood is “to be false to one’s soul about the things that are, to be ignorant and to have and hold falsehood there” (382b), while a falsehood in words is “as much like the truth” (382d) as possible. In other words, a true falsehood is to have an incorrect belief about the nature of the world, while a falsehood in words reveals a true understanding of this nature by way of incorrect external facts. To Socrates, this makes all the difference. A true falsehood to him is abhorrent (382b), while falsehoods in words are acceptable and often “useful” (382d).

According to Socrates, the myth of the metals is a perfect example of the acceptable falsehood, as it instills in his city the correct understanding that not everyone is equal. To understand how it is useful, one must examine how Socrates understands human nature and development.

Socrates believes that everyone holds “from childhood certain convictions about just and fine things,” and that these stay with us throughout life. “We’re brought up with them as with our parents, we obey and honor them” (538c). In other words, the stories that children are told give them the values that remain with them throughout life.  By carefully crafting these stories to contain basic truths about humanity, these children develop a proper understanding of the structure of society that keeps it functioning. It is necessary to present these truths through mythical stories rather than simply explaining them because “the majority [of people] cannot be philosophic” (494a) – most people are not able to comprehend or appreciate pure truths at any time in their lives, let alone as children. Socrates advocates using such falsehoods “as a form of drug” (459c-459d), a sort of medicine to give people the benefits of truth in an easy-to-swallow package. 

The myth of the metals is also useful for the people in that minority with a philosophic nature. According to Socrates, “the philosophic nature… will inevitably grow to possess every virtue if it happens to receive appropriate instruction” (491e-492a). The noble lie is one element of the fifty year long education of the philosophic elite of Socrates’ city, the education that conditions them to eventually see “the good itself” (540a) – the ultimate realization of truth – and then “put the city, its citizens, and themselves in order, using it as their model” (540a-540b). When these philosopher-kings put the city in order, they will be adhering to the same class organization that the noble lie suggests and propagating the lie itself, despite knowing that it was in fact a lie. At this point, they will understand both the truth behind the lie and that it is necessary for the society.

Socrates justifies raising the guardians in this manner through an analogy to the process of dying fabric: “because they had the proper nature and upbringing” (430a) – like a “naturally white” fabric carefully prepared (429d) – “they would absorb the laws in the finest possible way, just like a dye, so that their beliefs… and all the rest would become… fast” (430a).

And so, we see that the noble falsehood is in fact aimed at the sort of truth that Socrates finds most important in his city. The true falsehoods that he despises are also worth examining. 

Socrates considers what he dubs “imitative” poetry (595a) to be one example of true falsehood that has no place in his city (595b). He argues that “all poetic imitators… have no grasp of the truth” (600e) by the understanding that “imitation is far removed from the truth (598b). According to Socrates, imitative poetry, in which the poet makes himself “like someone else in voice or appearance” (393c), is inherently untrue because it simply imitates the appearance of truth (598b).


Furthermore, Socrates sees imitative poetry as appealing to the inferior, irrational part of the soul, rather than the nobler, rational part of the soul, the part more concerned with truth (605a-605b). “Poetic imitation… establishes [desires, pleasures, and pains] as rulers in us when they ought to wither and be ruled” by the rational part of the soul, “for that way we’ll become better and happier rather than worse and more wretched” (606d).

Socrates also views poetry as playing a harmful role in the upbringing of the young of a society, which should always be aimed at truth. The “opinions [children] absorb at that age are hard to erase and apt to become unalterable. For these reasons, then, we should probably take the utmost care to insure that the first stories they hear about virtue are the best ones for them to hear” (378d-378e), rather than stories that give “a bad” —and untrue— “image of what the gods and heroes are like” (377d) and falsely imply that “committing the worst crimes” is “doing the same as the first and greatest of the gods” (378b). 


Although he holds imitative poetry and truth as mutually exclusive, Socrates uses many allegories and myths throughout The Republic: the metaphor of the cave in Book VII, the three comparisons in Book VI involving the ship, the sun and the broken line, the image of the multi-headed beast in Book IX, and the Myth of Er in Book X to name a few. Socrates is not exaggerating when he calls himself “greedy for images” (488a). Such heavy use of images like these, when considered in light of his distrust of poetry, may seem to be another contradiction on the part of Socrates. However, a closer examination of the style and intention of these stories shows us that these stories actually do not possess the qualities of imitative poetry discussed previously and that Socrates is justified in using them. 


First, we should consider the intention behind all of these images. While all the poetry Socrates denounces is said to consort “with a part of us that is far from reason” (603a), Socrates’ images all serve to elucidate his arguments; they appeal to the rational part of the soul and, therefore, truth. The “image of the soul in words” is fashioned so that the listeners “will know” the truth (588c), and the sun simile is the “child and offspring of the good”. In fact, Socrates takes care that he doesn’t “somehow deceive [his listeners] unintentionally” (507a). These stories are a significant departure from the type of poetry discussed earlier and are completely consistent with Socrates’ ideal of truth in all things.


Secondly, it is important to consider the style in which Socrates’ stories are written: imitative or narrative. All of the poetry that Socrates finds objectionable is of the imitative type, written in the first person. Socrates’ images, on the other hand, are all written in the third person, keeping them safely within the realm of narrative poetry discussed from 392d to 395a. The exception to this is the Myth of Er, which does contain dialogue spoken by several disembodied souls. The soul speaking from 615d to 616a speaks in the narrative style itself, therefore not violating the restrictions on the imitative style. The Speaker who talks from 617d to 617e and in 619b does not speak in the narrative style, however. This problem can be solved, however, by considering 396c-396d, which suggests that it is acceptable to “imitate [a] good man… when he’s acting in a faultless and intelligent manner,” which the Speaker in the Myth of Er certainly is as he addresses the congregation of souls. The same argument can account for The Republic itself, the entire body of which is spoken only by Socrates in a very rational, levelheaded manner
.


It is clear that what Socrates values is not simple factual accuracy, but the ability to cultivate truth in the long term on both the personal and societal levels. It is to these ends that the conditions in his imaginary city and the dialogue between the characters in The Republic itself aim. When we realize this, we see that Plato, in writing The Republic, wanted to instill in us the same values – he wants us to be philosophers. 

� The term “ontical” refers to reality itself, while the term “ontological” refers to the evaluation and theory of the ontical.


� We also see here somewhat of a return from Heidegger’s focus on action to Husserl’s focus on cognition (though Sartre may have more faith than Husserl in the objective existence of entities in the world, independent of their revelation to man).  The starting point of Sartre’s ontology is the ability of human consciousness to “apprehend” entities in the world: “I apprehend being, I am the apprehension of being, I am only an apprehension of being” (BN, 794).


� The “they” refers to that into which Dasein is dispersed when it is “fallen” (as it generally, or “proximally” is).  The “they” is “nobody in particular” (BT, 166), but it is the “‘Realest subject’ of everydayness” (BT, 167).  The “they” is responsible for giving Dasein its everyday understanding of the world and its way of being in the world.  Absorption in the “they”—a state in which Dasein is referred to as the “they-self”—is an inauthentic state because it is a failure to stand by one’s Self.


� Perhaps Heidegger’s best summary of “anxiety” and its relation to the “they”, “fallenness”, and “inauthenticity”: “In anxiety there lies the possibility of a disclosure which is quite distinctive; for anxiety individualizes.  This individualization brings Dasein back from its falling, and makes manifest to it that authenticity and inauthenticity are possibilities of its Being” (BT 235).


� It is important to make a distinction between counterfactual situations or other possible worlds, and the discovery that things in the actual world are different from what we once thought. On the latter account, for example, archeologists make a discovery today, in the actual world, that Aristotle actually was never taught by Plato but learned everything he knew of philosophy from a friend who attended Plato’s Academy. This would be a case in which Aristotle in the actual world was not taught by Plato. It still has implications for how we use the term “Aristotle,” particularly on the Russellian view that names are descriptions, but it does not present a problem for believing that it is still Aristotle who lived in the past and maintained the other properties we attribute to him. Kripke, however, is discussing counterfactuals and other possible worlds. In this case we are to imagine a world just like our own, except that Aristotle was not taught by Plato. Note that in neither case was Aristotle ever taught by Plato, but in the former this is an empirical discovery made long after Aristotle’s time.


� Plato. “The Republic.” Complete Works. Ed. John M. Cooper. Indianapolis: Hackett, 1997. 746-790. Print.


� The idea to consider The Republic itself in this manner was suggested by Professor Verity Harte, Professor of Philosophy and Classics at Yale University.
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